Probability Terminology and Notation

Terminology
Probability: The likelihood that some outcome occurs.  The range of any probability is from 0 to 1.  The most common calculation of this value comes from the proportion of times that the outcome would occur in a long run of observations.

Trial: One of a number of repetitions of an experiment.

Independent Trials: Trials are considered independent if the outcome of any one trial is not affected/influenced by the outcome of any other trial.  This will need to be shown mathematically or be told to assume independence.  One example, though, would be to consider study time and exam performance: the event Exam Performance is probably affected by event Study Time meaning these two events are dependent (i.e. not independent).

Sample Space: The set of all possible outcomes.  The sum of all individual probabilities within a sample space is one.  Example rolling a six-sided dice: the sample space is {1, 2, 3, 4, 5, 6} each probability is 1/6 which adds to 1.

Event: A subset of the sample space.  Continuing with dice example, an event could be “getting a even number” making this events sample space {2, 4, 6}

Complement: The complement of an event consists of all outcomes in the sample space that are not in that event.  From dice, the complement to “getting a even number” would be “not getting a even number” which in this case would be the sample space {1, 3, 5}

Intersection: The intersection of two events consists of all outcomes that in both events.  Pictorially, this means that the two events overlap.  Dice again!  Consider one event being “getting an even number” and second event “getting a number greater than 3”.  The first event has sample space {2, 4, 6} and the second has {4, 5, 6}.  The intersection are the events within the sample spaces that are common to both events making the intersection {4, 6} which has a probability 

Union: The union of two events consists of all outcomes that are either in the one event and/or in the other event.  Say one event is even {2, 4, 6} and the other is “greater than 3” of {4, 5, 6} then the union would be all the possible outcomes of both, but do NOT repeat an outcome!  Thus the union sample space would be {2, 4, 5, 6} Notice we did NOT write the “4” or “6” twice.

Conditional Probability: Conditional probability is the probability that an event occurs given that another event has already occurred.  Keeping with the two events we get an even number {2, 4, 6} or greater than 3 which is {4, 5, 6}.  An example of conditional probability would be that you were told that that the number is greater than 3 (i.e. the second event already happened) so now what would be the probability the number being even?  The event getting an even number to start with was 1/2 from 3 outcomes out of 6 possible outcomes.  But now you know the number was greater than 3 meaning it is either a 4 or a 5 or a 6.  This has narrowed the possible events from 6 to 3 and of these 3 there are two that are even: the 4 and 6.  Therefore the conditional probability of getting an even number given that the number is greater than 3 has a probability of 2/3.   Note that now the probability of getting an even number has increased from its originally probability of 1/2 based on knowing this additional information of the number being greater than a 3.  Since the probability changed this would imply that the two events are NOT independent.  This will be illustrated below in the formulas for showing independence.
Mutually Exclusive or Disjoint: Two events are considered mutually exclusive, or disjoint, if they do not share any common outcomes.  Pictorially, this means that the two events do not overlap.  For example getting an even number and getting an odd number would be mutually exclusive.  If odd, it cannot be even and vice-versa.

Notation

If we define two events as A and B then;

P(A): is the probability that event A occurs.  Example if A is “getting and even number on dice” then P(A) = 1/6

P(Ac): is the complement to A.  Can also be written as P(A′)  Since total probability is one, this makes P(A) + P(A’) = 1.
P(A or B) or P(A U B): The union of events A and B

P(A and B) or P(A ∩ B): The intersection of events A and B

P(A|B): The conditional probability of event A occurring given that event B has occurred.  The vertical slash “|” represents given.  The formula for finding conditional probability is:

P(A|B)= P(A and B)/P(B) [read the “probability of A and B, divided by probability of B.”]  Conversely, P(B|A) = P(A and B)/P(A).

Formulas for Union of Two Events and to Check Independence of Two Events 

Two events, say event A and event B, are independent if any one of the following can be proven true.

P(A and B) = P(A)*P(B)

P(A|B) = P(A)

P(B|A) = P(B)

The union of these two events is found as follows:

P(A or B) = P(A) + P(B) – P(A and B).  [note that if A and B are mutually exclusive then P(A and B) is zero.]
Applying this to some of our previous examples:

For conditional of “getting even number” given “number greater than 3”.  If we define B as “getting even number” and A as “greater than 3” then P(A) is 1/2 and P(B) is also 1/2.  Using the conditional formula P(A|B)= P(A and B)/P(B) and filling in the probabilities:  We know that P(A and B) is 1/3  since out of 6 possible outcomes only two numbers satisfy being even AND greater than 3.  Plugging into the formula we have (1/3) divided by (1/2) which is 2/3; exactly what we said above under terminology for conditional probability!

For independence of these two events we would just need to pick one of the above mentioned formulas for checking independence and if we show it to be correct then the events are independent.  If we selected P(A|B) formula then A and B would be independent if P(A|B) equals P(A).  We found P(A|B) to be 2/3 and P(A) was 1/2.  Since these two are not equal then the two events are NOT independent (i.e. they are dependent).  Or if we opted to use P(A and B) = P(A)*P(B) then we would have (1/3) not equal to (1/2)*(1/2).  Again meaning the two events are NOT independent.  Since the formulas produce the same conclusion, not independent, there is no need to use more than one of them.
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